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Today, I would like to introduce this paper:

accepted to ICLR2023 (held in Kigali, Rwanda)
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Pictures in Rwanda
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Overview of our paper 1/2

Research Question

Harris’s articulation scheme (HAS)

holds for emergent languages

Emergent languages havemeaningful words

Emergent Language

communication protocol

emerging among agents

HAS

statistical property on

words in natural language

Results Implication

HAS does not
::::::::::

hold for emergent languages

Emergent languages lackmeaningful words 4/20



Overview of our paper 2/2

Research Question

Harris’s articulation scheme (HAS)

holds for emergent languages

Emergent languages havemeaningful words

HAS is (anyway) applicable to emergent languages

to obtain segments

But does it really make sense That’s the problem 5/20
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Background: Emergent Language

Emergent Language

Commpunication protocol emerging among agents

a.k.a Emergent Communication

Typical motivations in this area

1. Develop interactive AI

[e.g., Lazaridou et al., 2018]

2. Simulate language evolution

[e.g., Kirby, 2001]

3. Clarify
::::::::::::::::::::

diff
::::::::::::

between
::::::::::::::::::::::::::

emergent/human
::::::::::::::::::::::::::::::::::::::::::::::::::

languages
::::::::::::::::::::::::::::

[e.g., Chaabouni et al., 2020]
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Signaling Game

Typical Environmental Setting in this area

Signaling Game [Lewis, 1969]

Attribute-Value Setting

#attributes natt ∈ N, #values nval ∈ N
7/20



Background: Harris’s

Articulation Scheme (HAS)



Next character uncertainty and word boundaries

Example: “natural”

n... I have no idea on the next

nat... The next may be “u” or “i”

natura... The next must be “l”

natural...

Harris’s hypothesis [Harris, 1955]

Next character gets uncertain again

there tends to be aword boundary there

Harris’s Articulation Scheme (HAS) [Tanaka-Ishii, 2021]

Information-theoretic re-formulation

Uncertainty as Entropy
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Conditional Entropy & Branching Entropy 1/2

A set of character sequences Σ∗,

a sequence x1:n = x1 · · · xn ∈ Σ∗,

a random variableX1:n = X1 · · ·Xn over Σ
∗

Conditional EntropyH(n)

H (Xn+1|X1:n)

Its intuition

next character uncertainty

on
::::::::

average
::::::::::::::::::::::

Branching Entropy h(x1:n)

H(Xn+1|X1:n = x1:n)

Its intuition

next character uncertainty

in
::::::
a
::::::
specific
::::::::::::::::::::::::

context
::::::::::::::::::::

Conditional Entropy is the average of Branching Entropy

∵ H(n) =
∑

x1:n∈Σ∗ p(x1:n)h(x1:n)
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Conditional Entropy & Branching Entropy 2/2

Conditional Entropy Branching Entropy

Their behavior in natural languages

Conditional EntropyH(n)monotonically decreases

vs

Branching Entropy h(x1:n) repeatedly falls and rises

In natural languages, uncertainty decreases on

average, but jitters in specific contexts 10/20



Harris’s Articulation Scheme (HAS)

Harris’s Articulation Scheme (HAS) [Tanaka-Ishii, 2021]

There tend to beword boundaries

at the increasing points of Branching Entropy h

Branching Entropy h decreases on average

(∵ Conditional EntropyH monotonically decreases),

but sometimes increases

There tend to be aword boundary
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Problem Definition 1

Re: Research Question

HAS holds for emergent languages?
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Problem Definition 2

Re: Research Question

HAS holds for emergent languages?

Three questions to answer:

In emergent languages...

Q1 Conditional Entropy monotonically decreases

Q2 Branching Entropy jitters

Q3 Tentatively obtained segments are meaningful

Entropies behave like natural languages? Q1, Q2

Obtained segments are really “words”? Q3
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Problem Definition 3

Tentatively obtained segments are meaningful?

Difficulty of Q3

No ground truth data ofword segmentation

Emergent languages have words in the first place?

To mitigate this issue,

replace Q3 with the following questions:

Additional questions alternative to Q3

Q3-1 #attributes ∝ the number of boundaries

Q3-2 #values∝ the number of distinct segments

Q3-3 segment-level compositionality >

character-level compositionality
14/20



Problem Definition 4

Intuition of Q3-1

#attributes ∝ the number of boundaries

For Q3-2 & Q3-3, refer to our paper!
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Experimental Results

To Q1, Q2, & Q3

Q1 Conditional EntropyH monotonically decreases?

YES

Q2 Branching Entropy h jitters? YES

Q3 Tentatively obtained segments are meaningful?

Probably NO

Alternatives to Q3

Q3-1 #attributes∝ the number of boundaries?

Q3-2 #values∝ the number of distinct segments?

Q3-3 segment-level compositionality >

char-level compositionality? NO for all
16/20
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Summary

Research Question

Harris’s articulation scheme (HAS)

holds for emergent languages

Emergent languages havemeaningful words

Emergent Language

communication protocol

emerging among agents

HAS

statistical property on

words in natural language

Results Implication

HAS does not
::::::::::

hold for emergent languages

Emergent languages lackmeaningful words 17/20



Additional Remarks



Entanglement and Disentanglement

“Emergent languages havemeaningful segments”

implies...

Disentanglement of Segments

1-to-1 correspondence between attributes/segments

Segments are disentangled

Entanglement of Characters

Segments can be obtained via characters’ entropy

Characters are entangled (statistically correlated)
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